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1 Statistical distributions, Continuos, Discrete

A discrete distribution is one in which the data can only take on certain values,
for example integers. A continuous distribution is one in which data can take
on any value within a specified range (which may be infinite). For a discrete
distribution, probabilities can be assigned to the values in the distribution – for
example, “the probability that the web page will have 12 clicks in an hour is
0.15.” In contrast, a continuous distribution has an infinite number of possible
values, and the probability associated with any particular value of a continuous
distribution is null. Therefore, continuous distributions are normally described
in terms of probability density, which can be converted into the probability that
a value will fall within a certain range.1

Properties of Discrete and Continuous Distribu-
tions

Discrete Distribution:

1. Countable Outcomes: Discrete distributions deal with countable out-
comes, meaning that the set of possible values is finite or countably infinite.

2. Probability Mass Function (PMF): Describes the probability of each
possible outcome. P (X = x) gives the probability of the random variable
X taking the value x.

3. Probability Space: The sum of all probabilities for all possible outcomes
equals 1.

∑
P (X = x) = 1.

4. Cumulative Distribution Function (CDF): F (x) = P (X ≤ x) gives
the probability that the random variable X is less than or equal to x.

5. Discrete Random Variables: The random variableX takes on distinct,
separate values.

6. Examples: Coin tosses, dice rolls, the number of students in a class.
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Continuous Distribution:

1. Uncountable Outcomes: Continuous distributions deal with uncount-
ably infinite outcomes, typically over a range of real numbers.

2. Probability Density Function (PDF): Describes the likelihood of a
random variable taking on a particular value in a continuous range. P (a ≤
X ≤ b) =

∫ b

a
f(x) dx, where f(x) is the PDF.

3. Probability Space: The area under the entire PDF curve is equal to 1.∫∞
−∞ f(x) dx = 1.

4. Cumulative Distribution Function (CDF): F (x) = P (X ≤ x) gives
the probability that the random variable X is less than or equal to x.

5. Continuous Random Variables: The random variable X can take any
value within a range.

6. Examples: Height of individuals, time taken for a process, temperature.

Commonality:

1. Expectation (Mean): Both types have an expected value, which repre-
sents the average value.

2. Variance: Both types have a variance, which measures the spread of the
distribution.

2 Simulations

As a simulation, we can take the homework 22, where we took a survey and we
had to choose 3 variables. I chose:

• Hard Worker(0-5) as the quantitative discrete variable

• Age as the quantitative continuous variable

• Background (degree) ad the qualitative variabl

and we did for example the joint distribution of 2 variables

2http://wendy.altervista.org/frequenze.html
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